**Week 2 Lecture Brief**

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI4AAAA2CAYAAAARZKEQAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAPcSURBVHhe7d1bS+NAGAbgLz2tVSt23fVGL1RU9E5QRPQPiD9Y/AOKCIq3HlAv9EZxK9bao83O7GbYaTpNk0nSHPZ9ILT5MknayZujBY1ms2mSjWn2lQB6ZKxXAE+UR5xcLme9A1DDqQq04FQFWhAc0ILggBYEB7QgOKAFwQEtCA5oQXBAS2DB6Xa79Pr6QVdXr3R5+UK3t7/o/f3Tmupsb2+vb3BrWFsvy3LLaZlhrC+OAnlyXK+36eKiygJj0uNjhhoNoslJk5aWTNraytH6+iTlclmrdS/e0cfHx9bYP4Pqdm7bBSmKdcaN7yNOp9Oh8/MqHR0V6Oxsmu7uyvT0VKabmzLr3Ck6PDTo+rpqtYa08B2cx8canZwQPTwUqVr9Ru12noUpT61WgSqVMRagIp2eftHbm7vTlmDfo/leLgYVe12My3W5Zm/PyXXVdDfk+eRlqZYn6l6miXHVPKMUQHBadH+fZacr/hd142/RYpoZ+vjIsaOQQc/PdavaiwdkUCcJvM7bicFPp8nLkpczqO6Xm/V5mcaJ6VHyHZzPT5OFxmAXx1bBpts1qFYzWJsvq9LP3kn2jnJD7mCnjh1Ul7lp45bOsobNE+Tn0+U7OOPjBhWLJmUGLCmTMWliwmRt1BfHdrxT+KATnqQRO4nquzpNiwPfwZmfL9Di4hcLRoeN9d6NGUaX3V11/txdzc4WrWqvuHbMKIidRAwC7xNVPU4CCM4E7e4SLSzUqVRqUj7fZrfebSoUWlQuN2hlpU47O1manh635ggP72TR6X5EEeZB64zrjuU7OPxnppubJdrfb9H29hs7ulRobq7CAlNhX/qdDg5MWl0tWa37iY1tH+SNb2/jNxgq8jrcLF/+PGLwwuk7ef0sUQjsp6P8yXGlUqOXlyY1GiY7RWXZ6WmMpqbCP9KEIc4bLQ58H3GEDLs6npkp0draD9rY+EnLy98TFRoeFHAPP1aXyOHB0cYZggNaAjtVwf8FwQEtCA5oQXBAC4IDWiK/q3J6fjLKW2I88PMmFsGJYoMhKP7gVAVaEhMcfoQQpzXxysnvOdW4GATxXlUTxDyquni1T+NEXTUtTRJxjcPbyO851TTO3jaMaZyqrdN8aROLIw7vXNWgMqiu4qWtF26XG9b64yD11zh8rxdD2HhQRrm+KKU6OHzj8Y0phlGQ15fm8CQuOLobYxQbMe1HGVliHgCKdmJPVk0T3Mwn1zmnZdrrw8YFuZ42ifw9jn1jweil/uIYwoHggJZEnqogejjigBYEB7QgOKAFwQEtCA5oQXBAi/J2HP/oDIbBcxzQglMVaCD6DZFHUBscBKY4AAAAAElFTkSuQmCC)

This lecture provides a detailed explanation of solving linear systems of equations where the number of equations may differ from the number of variables. Key points include:

1. **More Equations than Variables (Overdetermined System)**:
   * Inconsistent equations can be solved using **least squares**, minimizing the sum of squared errors.
   * The formula used is x=(ATA)−1ATbx = (A^T A)^{-1} A^T bx=(ATA)−1ATb.
   * Example: When solving an overdetermined system, if direct solutions don't exist, least squares can find an approximate solution minimizing errors.
2. **More Variables than Equations (Underdetermined System)**:
   * Infinite solutions exist; a unique solution can be selected by **minimizing** xTxx^T xxTx, which chooses the solution closest to the origin.
   * The concept of **minimum norm solution** is used to find the optimal solution.
3. **Singular or Non-Full Rank Systems**:
   * The **Moore-Penrose pseudoinverse** is introduced to generalize the solution for all cases, including rectangular matrices or systems without a unique solution.
4. **Implementation in R**:
   * You can use the **pseudo-inverse** function ginv(A) from the MASS package to compute solutions, especially when handling systems with inconsistent or infinite solutions.

This approach covers all types of systems, giving consistent and interpretable results through optimization techniques and pseudoinverses.
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The lecture outlines methods for solving systems of linear equations, focusing on cases where:

1. **More equations than variables (overdetermined system)**: The optimization approach finds a least squares solution, minimizing the sum of squared errors. This is useful when the system has no exact solution.
   * Example 1: An inconsistent system results in an approximate solution via optimization.
   * Example 2: A system with consistent equations provides an exact solution.
2. **More variables than equations (underdetermined system)**: Infinite solutions are possible. To find a unique solution, we use the optimization technique that minimizes xTxx^T xxTx, effectively choosing the solution closest to the origin (minimum norm solution).
3. **Singular cases and generalization**: The lecture discusses the Moore-Penrose pseudoinverse to handle all cases (square, overdetermined, and underdetermined), which can be computed using techniques like singular value decomposition.

In R, the generalized inverse can be calculated using the g-inverse function to handle these cases. The interpretation of solutions (least square, minimum norm) is key to understanding the outcomes.
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**Vectors and Basis Vectors**

**Vectors as Points in Space**  
Vectors can be seen as points in a multi-dimensional space, where each component corresponds to a coordinate axis. The Euclidean distance between a vector and the origin is given by:
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**Vectors Between Points**  
The vector between two points x1x\_1x1​ and x2x\_2x2​ is defined as x2−x1x\_2 - x\_1x2​−x1​.  
The length of this vector is:

![](data:image/png;base64,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)   
Unit vectors are vectors with magnitude 1 in a particular direction. Any vector a⃗\vec{a}a can be written as ∣a⃗∣a⃗^|\vec{a}| \hat{\vec{a}}∣a∣a^, where a⃗^\hat{\vec{a}}a^ is the unit vector in the direction of a⃗\vec{a}a.

**Orthogonal Vectors**  
Two vectors are orthogonal if their dot product is 0. Orthonormal vectors are orthogonal vectors that also have a magnitude of 1.

**Basis Vectors**  
Basis vectors are a set of linearly independent vectors that span the entire space. Any vector in the space can be written as a unique linear combination of the basis vectors. While basis vectors are not unique, the number of vectors in each basis set must be the same for a given space.  
For example, in R4\mathbb{R}^4R4, the vectors (1,2,3,4)(1,2,3,4)(1,2,3,4) and (4,1,2,3)(4,1,2,3)(4,1,2,3) form a basis, and any vector in R4\mathbb{R}^4R4 can be written as a linear combination of these two vectors.
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In this lecture, we've explored some key concepts of linear algebra relevant to data science:

1. **Equations in Space**: A single linear equation in two dimensions represents a line, and two equations represent a point where two lines intersect. This concept extends to higher dimensions: one equation in three-dimensional space represents a plane, two represent a line, and three equations can represent a point.
2. **Geometric Interpretation**: A linear equation of the form n^T \* X + b = 0 represents a hyperplane, where n is a normal vector perpendicular to this hyperplane. In 2D, this describes a line, and in 3D, a plane. The normal vector plays a critical role in understanding the orientation of these geometric objects.
3. **Projections**: Projection is the process of finding the closest point on a subspace (like a plane) to a given point. In data science, projecting high-dimensional data onto a lower-dimensional space is crucial, especially in techniques like Principal Component Analysis (PCA). Mathematically, projection involves finding the best approximation of a vector using basis vectors of the subspace.
4. **Orthogonal Vectors and Projections**: When projecting onto a plane defined by two orthogonal vectors, the formula for projection simplifies due to the orthogonality of the basis vectors. This helps us efficiently represent vectors in lower dimensions.
5. **General Projections**: Even when basis vectors are not orthogonal, we can project vectors onto a subspace spanned by linearly independent vectors, using matrix operations to compute the projection.

These concepts are foundational to many data science algorithms, and mastering them will help you understand how data is represented, transformed, and analyzed in high-dimensional spaces.
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1. **Hyperplanes**: A hyperplane is a geometric entity whose dimension is one less than that of its surrounding space. In 3D space, a hyperplane is a 2D plane, and in 2D space, it becomes a 1D line. A hyperplane can be described by the equation:
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When the hyperplane passes through the origin, it becomes a subspace.

1. **Half-spaces**: A half-space is one side of a hyperplane. In a classification context, these are used to separate data points into different classes. For example, in a binary classification problem, a hyperplane can separate data points into two groups, each in a different half-space.
2. **Classification Using Hyperplanes**: In data science, hyperplanes help in classification by distinguishing between different data points. For example, you might classify data points based on whether they lie in one half-space or the other.
3. **Eigenvalues and Eigenvectors**: These are essential concepts in linear algebra. For a square matrix AAA, an eigenvector xxx and corresponding eigenvalue λ\lambdaλ satisfy the equation:
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1. The eigenvector's direction remains unchanged after applying AAA, while the eigenvalue scales the vector. Eigenvalues help in data compression, noise reduction, and dimensionality reduction.
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This lecture highlights the key connections between eigenvalues, eigenvectors, and symmetric matrices in the context of data science:

1. **Eigenvalue-Eigenvector Equation**: The equation Ax=λxA\mathbf{x} = \lambda\mathbf{x}Ax=λx leads to a characteristic polynomial of degree n, implying real or complex eigenvalues. However, for symmetric matrices (A=ATA = A^TA=AT), eigenvalues are always real, and eigenvectors are also real.
2. **Distinct Eigenvalues**: If all eigenvalues are distinct, the matrix has n linearly independent eigenvectors. In contrast, repeated eigenvalues may yield fewer independent eigenvectors, though symmetric matrices always guarantee n independent eigenvectors, even if eigenvalues repeat.
3. **Symmetric Matrices in Data Science**: Covariance matrices and other forms like ATAA^TAATA or AATAA^TAAT are symmetric and feature prominently in data science. These matrices have real, non-negative eigenvalues (≥ 0).
4. **Null Space and Column Space**: Eigenvectors corresponding to zero eigenvalues lie in the null space of matrix AAA, while eigenvectors corresponding to non-zero eigenvalues span the column space.
5. **Full Rank and Eigenvalues**: If none of the eigenvalues are zero, the matrix is full-rank, implying no non-trivial null space.

The lecture stresses the importance of these concepts in data science, particularly for algorithms like Principal Component Analysis (PCA), which heavily relies on eigenvalue-eigenvector connections.